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Machine Prose: An Ontological framework for scientific assertions – Deendayal Dinakarpandian, Yugyung Lee, Kartik Vishwanath, Rohini Lingambhotla.
Strengths:

· The key point that “Scientific assertions have the ability to concisely give the essence of the publication and that they are effective for most purposes of knowledge searching except the detailed analysis of a paper” is very well identified and this is the biggest strength of the paper.
· Entity relationship based concept to model the assertion data and its extensions that have been proposed in the searching techniques are a strong base and I believe that it carries good potential.
· Need to go beyond simple text based search is very well identified. This is something that should have been implemented ages ago.
· Need for annotation of articles at the source is crucial and this is identified very well and given the due importance by this paper.

· The assertion that controlled vocabularies are not enough for rich semantic representation of knowledge is a good point.

· The usage of hierarchy of terms is a good idea and it will help increase the effectiveness of the searches carried out using MPT.

· Ability to use multiple vocabularies and to define the order of usage.

· Additional ability to hasten the identification of baseless assertions is always a good thing to have.

Weaknesses:

· Getting an agreement on the formal model is not easy at all. Some of the best technologies are not adopted due to standards wars and people lose the benefits of them. This runs the same kind of risk.
· Efforts analyse how well this scheme can be integrated into the existing framework should also be done soon.

Critical Questions:

1 To be really effective, the structured framework for publication of all new papers needs to be widely accepted and standardized. The best form of standardization is if it is made mandatory by the forums where publications take place. Will such adoption come by?
2 The effectiveness of the NLP based assertion mining module is a critical factor in the acceptance of the framework. Are these techniques mature enough and reliable enough to mine assertions that only need an authors’ approval and not more effort? 
3 Theoretically the techniques seem to be very sound and the example mining done also certifies this. But in order to be accepted in as wide a way as is needed for them to be effective, very strong and indisputable proof of the effectiveness should be presented. Can such proof be produced easily enough before standards wars start?
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