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Toward Intelligent Assistance for a Data Mining Process: An Ontology-Based Approach for Cost-Sensitive Classification – Abraham Bernstein, Foster Provost, Shawndra Hill.
Summary:

The authors present the concept of an Ontology based Data Mining planner tool. They highlight the features that this Data mining assistance tool can provide and also stress upon the benefits that can be realized due to the use of Ontology in this effort.
This is a rather complex paper requiring the basic knowledge of Data Mining to fully appreciate it. However, the general ideas that are outlined are general enough to be analysed by people not very familiar with data mining.
The basic idea is that the Data Mining process is a very subjective one and depends a lot on the type of data that is being mined. Since there are a large number of tools available for use in Data Mining, nobody can have a proper grasp of all of them. 
The result is that every data mining professional from a novice to expert tends to use only the few tools that are available to him. This paper proposes a Intelligent Discovery Assistant tool. This tool takes inputs as the details about the data that is to be mined and then deduces the best Data mining strategy composed of various data mining techniques. 

Various approaches are evaluated and presented to the user as options. The user may choose the one that he likes most. In addition to giving new options to users, it enables users to become aware of new techniques and encourages them to learn those.

For novices, it tends to give a far better approach in general than they could have come up with themselves. And for experts it serves as a confirmation or feedback on the strategy that they would have planned. Sometimes it will also teach experts new and useful things.

The main point of using ontologies for this purpose is to enable the ‘Network Effect’ wherein the ontology base always keeps on expanding as more people add their own custom techniques and the results that they produced. Also users keep adding the results that they obtained from use of the techniques already present in the Ontology and hence the tool can use this data to make the future recommendations better.

The authors claim that this ontology based approach gives a new strength to their tool and have experimentally demonstrated this to be true.

Strengths:

· This paper focuses on a problem that has wide application.
· The tool is useful to both novices and experts.

· Ontology based sharing can truly enable short time lag for implementation of newly gained knowledge.

· If this tool is used in a particular data environment, it has the potential of learning the intricacies of that data type and becoming an expert on its own to suggest DM solutions to that data class.

· It aims at DM for dummies as well, so it effectively guarantees that even a complete novice will be able to do a decent job of DM just by following the recommendations.
· The study shows that everyone learns something new by using this tool. This helps popularize standard and new techniques.

Weaknesses:

· Tool was not able to give optimal results as compared to experts. As a result one can never be sure what it is saying is the best thing to do.
· It attempts to provide solutions for a very subjective field. Though the attempts are brave, believing in this approach can be misleading especially for novices and can make them believe they know DM when actually they don’t.
· The ontology based part of it does not sound too convincing. It is not common to have a user update new methods into an ontology, and if someone does come up with a method then it should be thoroughly verified before being added. This could be done to the application itself rather than the ontology.

Critical Questions:

1 Has the measure of success been evaluated in the real world by comparing the true expert solutions with the tool recommendations? This question is important since the tool may give excellent results for some data types and very poor results for others. Users must be made aware of this before they trust it.
2 Since Autoexperimentation provides good accuracy results, but is computationally expensive, why not explore running autoexperimentation on parallel cluster systems and get those results every time? 
3 Since DM is a subjective approach, I believe that the key aspect is in getting the data specifications into the tool correctly before the tool can decide what method suits best. Also, Ontology seems like a natural choice for making these entries. Have the authors explored the use of ontologies at this stage?
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